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Rejectable quality level (RQL), 930n2

Rejection rule for lower tail test

critical value approach, 361

Rejection rules using p-value, 360

Relative efficiency, 295–296

Relative frequency distributions, 34, 41

formula for, 65

Replication, 509

Replications, 538

“Researches on the Probability of Criminal and 

Civil Verdicts” (Poisson), 218

Residual analysis, 605–614, 612n2

detecting influential observations, 616–618

detecting outliers, 614–616, 678

influential observations, 679

of multiple regression model, 676–681

normal probability plots, 610–612

residual for observation i, 605

residual plot against x, 606–607

residual plot against ŷ, 607

standard deviation of residual i, 676

standardized residuals, 607–610

standard residual for observation i, 676

Residual plots, 606, 612n1

against x, 606–607

against ŷ, 607

Residuals, 793

Response variables, 508

Reynolds, Inc., 714–717

Rounding errors, 100n3

S

Sample correlation coefficients, 119–120, 579–580

Sampled populations, 22–3, 267

Sample information, 949

expected value of (EVSI), 954–956

Sample mean, 126, 267, 297n1, 521n1

Sample points, 150

Samples, 15, 22–2, 271n1

Sample selection, 268–271

from infinite population, 270–271

random samples, 270

sampling withouth replacement, 269

sampling with replacement, 270

Sample size

determining, 325–327

estimating population mean, 22–17

estimating population total, 22–18

for hypothesis test about a population mean,

387–390

for interval estimate of population mean, 326

outliers and, 320

of population proportion, 330

sampling distribution of x́, 285–286

skewness and, 320

small samples, 320–322

Sample space, 150

Sample statistics, 87, 273–274

Sample surveys, 15, 22–2–22–3

Sample variance, 97, 100n4, 126

Sampling distributions, 276–286

of b1, 586

of (n-1)s2/σ2, 450

of p´, 289–293

of two population variances, 460

of x´, 278–279, 281–286

Sampling units, 22–3

Sampling without replacement, 269

Sampling with replacement, 270

Scales of measurement, 6–7

Scatter diagrams, 57–59, 565

Seasonal adjustments, 836

Seasonal indexes, calculating, 830–834, 837n1

Seasonality and trend, 820–829

models based on monthly data, 825–826

seasonalty without trend, 820–823

Seasonal patterns, 788–789

Second-order model with one predictor 

variable, 715

Serial correlation, 750

Shewhart, Walter A., 905

Significance testing, 585–594, 590–591

using correlation, 636–637

Sign tests, 857–861, 861n2

hypothesis test about a population median,

857–861

hypothesis test with matched sample, 862–863

Simple first-order model with one predictor 

variable, 715

Simple linear regression, 562, 565n2

F test for significance in, 589

Simple random samples, 22–6–22–12, 271–272n2,

271n2, 300n1

determining sample size, 22–9–22–11

finite populations, 268–270

population mean, 22–6–22–7

population proportion, 22–8–22–9

population total, 22–7–22–8

Simple regression, 692n2

Simpson’s paradox, 56–57

Single-factor experiments, 508

Single-sample plans, 930

Single-stage cluster sampling, 22–21

Six Sigma, 906–908

limits and defects per million opportunities

(dpmo), 907

Skewed distributions, 256n1

Skewed populations, 323n2

Skewness, 102–103, 256n1, 323n2

� known, 310

Small Fry Design, 86

Smoothing constants, 800, 801

Software packages, 17, 18

Spearman rank-correlation coefficient, 887–889,

889n1

Spreadsheet packages, 804n1

SSE. See Sum of squares due to error (SSE)

SSR. See Sum of squares due to regression (SSR)

SST. See Total sum of squares

SSTR. See Sum of squares due to treatments 

(SSTR), 515
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Standard deviation, 99, 204

of the ith residual, 609

of p´, 290

of x´, 280–281, 304–305

Standard error, 281

of p1 � p2, 430

of p1 � p2 when p1 � p2 � p, 432

two independent random samples, 409

Standard error of the estimate, 585

Standard error of the proportion, 290

Standardized residual for observation i, 610

Standardized residuals, 607–610

Standard normal probability distribution,

240–245, 245–248

Standard normal random variable, 245, 258

States of nature, 939

Stationary assumption, 209

Stationary time series, 787, 804n2

Statistical analysis, 17

Statistical experiments, 158n1

Statistical inference, 15–16

Statistical models, 18

Statistical process control, 908–922

assignable causes, 909

common causes, 909

np chart, 919–920

p chart, 917–919

R chart, 915–917

x́ chart, 909–915

Statistical significance vs. practical significance,

591n2

Statistical software packages, 100n1, 272n3

Statistical studies, 11–13

Statistics, 2

StatTools

analysis of completely randomized design,

556–559

box plots, 147

control charts, 935–936

covariance and correlation, 147

descriptive statistics using, 146–147

exponential smoothing, 853

forecasting with, 852–854

getting started with, 28–30

histograms, 84

Holt’s linear exponential smoothing, 853–854

hypothesis testing with, 404–405

hypothesis tests about μ1 � μ2, 446–447

inferences about the difference betweentwo popu-

lations: matched samples, 447

inferences about two populations, 446–447

interval estimation of μ1 � μ2, 446

interval estimation of population mean:

σ unknown case, 346

interval estimation with, 346–347

Mann-Whitney-Wilcoxon test, 901–902

moving averages, 852–853

multiple regression analysis with, 711

nonparametric methods with, 901–902

population mean: σ unknown case, 404–405

random sampling with, 307

regression analysis, 640–641

sample size, determining, 346–347

scatter diagrams, 84

single population standard deviation with, 471

using for tabular and graphical presentations,

75–84

variable selection procedures, 761–762

Wilcoxon signed-rank test with matched 

samples, 901

Stem-and-leaf display, 48–51

Stepwise regression procedure, 739–740, 743n1

Stocks and stock funds, 100n2

Stratified random sampling, 297–298, 300n1

Stratified simple random sampling, 22–19n1

advantages of, 22–19n1

population mean, 22–12–22–14

population proportion, 22–15–22–16

population total, 22–14–22–15

Studentized deleted residuals, 678–679

Sum of squares due to error (SSE), 515–516, 576

Sum of squares due to regression (SSR), 557

Sum of squares due to treatments (SSTR), 515

Sum of the squares of the deviations, 566

� unknown, 316

Survey errors, 22–5–22–6

Surveys and sampling methods, 22–3–22–4

Systematic sampling, 22–29, 298–299, 300n1

T

T, 586, 658–661

Taguchi, Genichi, 905

Target populations, 22–3, 275

T distribution, 316, 317

Test for significance, 585–594, 591n1, 591n3,

636–637, 658–663, 687

Test for the equality of k population means,

517, 520–521

Test of independence, 479–483

Test statistics, 357–358

for chi-square test, 483n1

for the equality of a k population means, 516

for goodness of fit, 475

for hypothesis tests about a population 

variance, 454

hypothesis tests about μ1 � μ2: σ1 and σ2

known, 411

for hypothesis tests about population mean:

σ known, 358

for hypothesis tests about p1 � p2, 432

for hypothesis tests about two population 

variances, 461

for hypothesis tests involving matched 

samples, 425

hypothesis tests μ1 � μ2: σ1 and σ2 unknown,

417–419

Thearling, Kurt, 17

Time intervals

Poisson probability distribution and, 218–220

Time series, 786–792

Time series data, 7

deflating by price indexes, 773–775

graphs of, 9f1.2

Time series decomposition, 829–839

additive decompostion model, 829–830



calculating seasonal indexes, 830–834

cyclical components, 837

deseasonalized time series, 834

models based on monthly data, 837

multiplicative model, 830

seasonal adjustments, 836

Time series patterns, 786–792

cyclical, 789–791

horizontal pattern, 786–788

seasonal patterns, 788–789

selecting forecasting methods, 791–792

trend and seasonal pattern, 788

trend pattern, 788

Time series plots, 786–792

Time series regression, 786

Total quality (TQ), 904

Total sum of squares (SST), 577

Treatments, 508

Tree diagrams, 152

Trend and seasonal patterns, 789

Trendlines, 57–59

Trend patterns, 788

Trend projection

Holt’s linear exponential smoothing, 812–814

linear trend regression, 807–812

nonlinear trend regression, 814–817

Trimmed mean, 92n1

T tests, 586

for individual significane in multiple regression

models, 661–662

for significance in simple linear regression, 587

Tukey's procedure, 528

Two population variances

inferences about, 460–465

one-tailed hypothesis test about, 461

sampling distribution of, 460

Two-stage sampling plans, 930

Two-tailed tests, 362–367

computation of p-value, 364

critical value approach, 364

population mean σ known, 362–365

population mean σ unknown, 372–373

p-value approach, 363

Type I errors, 353–355, 355n1

comparisonwise Type I error rate, 527

experimentwise Type I error rate, 527

Type II errors, 353–355, 355n1

probability of, 382–385

U

Unbiased estimators, 295–296

Uniform probability density function, 234, 258

Uniform probability distribution, 234–237

Union of two events, 165

United Way, 473

Upper control limits (UCL), 910

Upper tail tests, 356, 361, 461

U.S. Commerce Department

National Institute of Standards and Technology

(NIST), 906

U.S. Department of Labor

Bureau of Labor Statistics, 764

U.S. Food and Drug Administration, 407

U.S. Government Accountability Office, 449

V

Variability, measures of, 95–102

Variables, 5–6

adding or deleting, 729–735

random, 194–196

use of p-values, 732

Variable selection procedures

Alpha to enter, 739–740

backward elimination, 741

best-subsets regression, 741–742

forward selection, 740–741

stepwise regression, 739–740

Variables sampling plans, 930n3

Variance, 97–99, 203–204

binomial distribution and, 214–215

Poisson probability distribution and, 219

Venn diagrams, 164

W

Weighted aggregate price indexes, 766

Weighted means, 124–125

Weighted moving averages forecasting method, 800

Western Electric Company, 905

West Shell Realtors, 856

Wilcoxon signed-rank test, 865–871, 868n1, 868n2

Williams, Walter, 355, 355n1

Within-treatments estimate of population variance,

515–516

Within-treatments estimate of σ2, 512

X

X chart x́, 909, 920n1

process mean and standard deviation known,

910–912

process mean and standard deviation unknown,

912–915

Z

Z-scores, 103–104, 106

Z test, 692n1
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